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ABSTRACT
When generating levels, algorithmically evaluating the results is
essential. In this paper, we looked at predicting a level’s difficulty
and enjoyment. Past work has approached this problem for puzzle
games like Sudoku by analyzing the characteristics of the initial
level, the solved level, and the process that led to that solution. In
this work, we examined a set of heuristics for Roguelike levels and
their solutions, and their relationship to subjective player ratings
of the levels. We gathered ratings of difficulty and enjoyment of
levels in a study with 143 players. We ran an ablation study on
the set of heuristics to find the best combination of heuristics for
predicting difficulty and enjoyment with a linear regression model,
and found solution path-based heursitics performed well. However,
these models did not outperform a simple baseline for predicting
enjoyment. Jaccard similarity on paths—a method we have not seen
used in the field of game AI—was a useful predictor of difficulty.
Testing proximity to enemies across a solution path is the only
heuristic needed to predict how enjoyable a level will be.
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1 INTRODUCTION
Procedural content generation (PCG) is an area of game artificial
intelligence that has been extensively researched [20, 27, 29, 33].
Creating enjoyable and challenging levels poses a significant chal-
lenge in level generation. As a result, there has been a plethora of
work looking at dynamic difficulty adjustment [16, 42], experience-
driven games [15, 30], and more. In the context of PCG, we need
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methods that automatically and accurately assess content based on
concepts like difficulty and enjoyment.

One way to approach this problem is player modeling [39]. By
developing a model that finds what a player likes and dislikes, it
can be used to guide a PCG system to build levels that are custom-
tailored to the user [18]. The problem is that the player model must
quickly and accurately model the user to be usable. One previous
work used a method that found levels within a reasonable degree
of difficulty for a target user within four levels played [11].

In our work, we conducted a study with 143 players on a rogue-
like game, where we asked players to rate levels on a 7-point Likert
scale based on difficulty and enjoyment. Separately, levels were an-
alyzed based on eleven heuristics. These heuristics used the initial
level, the solved level, and the path found by an agent to solve the
level. We used these heuristics as input for a linear regression model
and conducted an ablation study to determinewhich heuristics were
most useful.

We found that heuristics based on solution paths were the most
useful for predicting the difficulty and enjoyment of a level. A
heuristic that uses Jaccard similarity, see Section 3.2, was highly
effective in predicting the difficulty of a level. This finding stands out
because we are not aware of any other work that has used Jaccard
similarity for games and difficulty research. Jaccard similarity as a
heuristic played a less prominent role in predicting how enjoyable
a level was, though. Instead, the most important heuristic was one
that used the path to solve the level and looked for enemies nearby.
This heuristic was also used prominently in predicting difficulty.
However, we did not find a combination of heuristics as input into
a linear regression model which outperformed a simple baseline
for predicting enjoyment.

Surprisingly, we found little if any correlation between the de-
gree of difficulty and enjoyment experienced by the player [22].

2 RELATEDWORK
Evaluating a roguelike level for its difficulty is typically based on
solution paths. Gellel and Sweetser [8] calculated the “interesting-
ness” of a level as the difference between the length of the solution
path and the length of the solution path if there were no obstacles—
e.g. locks, keys, enemies, etc. More recently, Weeks and Davis [37]
used the same approach except on a layout of rooms and hallways
to estimate the difficulty of a layout. Sampaio et al. [25] used a
different approach where given a desired difficulty, required items
were placed into a dungeon based on the distance to the player’s
starting point and the nearby entities to the placement point. Un-
fortunately, these studies did not validate their heuristics with a
player validation study.
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Solution paths are not the onlyway to approach difficulty. Gonzalez-
Duque et al. built an adaptive system to predict the time it will take
a specific player to beat a level [10], specifically for a roguelike
game and Sudoku. Time is an approximation for difficulty in puzzle
games in that we can consider that the longer the player takes to
solve a level, the harder the level. In their work, they evaluated a
Bayesian optimization algorithm by running a user study and found
positive results when compared to other baseline approaches.

A different approach to creating heuristics by hand is to use
crowd-sourced data. Jennings-Teats et al. ran a study where users
were shown short-level segments of a platformer and asked to
classify difficulty between one (easy) and six (hard) [18]. With this
data, they trained a classifier to rank the difficulty of any input level.
Reis et al. took a different approach in their work by crowd-sourcing
difficulty evaluation of all platformer level segments [22]. One
interesting point of note is that Reis et al. found a high correlation
between difficulty and enjoyment, which we could not replicate in
our work—we discuss this more in Section 4.4.

Mariño et al. ran a study on metrics for estimating difficulty,
enjoyment, and visual aesthetics of Mario levels on a 7-point Lik-
ert scale [21]. They found that the computation metrics they used
(linearity [31], leniency [31], density, and compression distance
[28]) could not accurately predict enjoyment and can be misleading
when estimating difficulty. They conclude that current computa-
tional metrics cannot replace a well-designed user study. While
our work uses a roguelike instead of a platformer, we also found
that the heuristics we tested poorly estimated enjoyment. When
it comes to difficulty, we found that a combination of heuristics
can provide a strong estimation of difficulty, but the only way a
combination was found was through a user study.

Wong et al. created a method designed to be game agnostic
in the sense that it could estimate difficulty for any puzzle game
that can be solved by a solver [38], such as Clingo [7]. They used
the results of the solver to rate difficulty based on the number of
required solver calculations, guesses, backtraces, certain branches,
uncertain branches, and the ratio of certain to uncertain branches.
These variables can be broken down into three categories: initial
features (features related to the start state of the puzzle), solution
features (features related to the end state of the puzzle), and dynamic
features (features related to the solution of the puzzle) [36]. These
six variables were fed into a genetic algorithm to find a formula
that best matched a training set of Sudoku puzzles to difficulty.
They found that the number of uncertain branches was highly
correlated to difficulty. A different approach is to use weighted
linear regression instead of a genetic algorithm [36].

Another area of work is the study of chess puzzle difficulty
[12, 14]. Of note in this area are websites like Chess.com and
Lichess.org, which have many players playing chess puzzles. With
so many players, there is no need to automate difficulty evaluation.
Instead, these websites can actively update puzzle ratings—referring
to the expected player rating needed to solve a puzzle—based on
player performance and update real-time [9, 26]. Lichess keeps an
open database of puzzles with ratings that could be used in future
research to validate generic puzzle difficulty approaches.1

1https://database.lichess.org/#puzzles

Figure 1: Tutorial level for DungeonGrams. The player is
represented by the ‘@’ symbol.

3 METHOD
3.1 DungeonGrams
DungeonGrams2 is a simple top-down roguelike, see Figure 1. Dun-
geonGrams was chosen because it has a dataset of 191 playable
levels publicly available [3], and it also comes with an already
implemented A* tree search [13] that can find a solution to a level.

The game starts with the player at the top left. A portal is at the
bottom-right of the level and the goal is to unlock the portal by
hitting every switch while avoiding enemies. There is a stamina
mechanic where the player starts with forty stamina and every
movement costs 1 stamina. The player loses if their stamina goes
down to zero or if an enemy or spike comes in contact with them.
However, the player can gain stamina by coming into contact with
food: 𝑠𝑡𝑎𝑚𝑖𝑛𝑎 ←𝑚𝑖𝑛(𝑠𝑡𝑎𝑚𝑖𝑛𝑎 + 25, 40).

We created an online version of the game for this work.3

3.2 Heuristics
Heuristics used initial features, solution features, and dynamic
features [36]. We used the already implemented A* tree search in
DungeonGrams to obtain the latter two feature types. A* returns
an array of tile coordinates (𝑥,𝑦) which we refer to as a path.

The downside of using A* is that we don’t have access to in-
formation like backtracking and uncertain branches [36, 38]. The
benefit is that our work may be more accessible because it’s easier
to build a tree search for a game than re-implement a game as a
logic program.

A* was run three times for each level. The first time was on
the original level. The second was on a version of the level where
enemies were removed. The third ran on a version of the level
without enemies and switches.

We built 7 heuristics based on work discussed in Section 2; we
used 2 heuristics—linearity and leniency—from the work of Smith
andWhitehead [31], andwe developed two of our own using Jaccard
similarity. In total, we used 11 heuristics.

2https://github.com/crowdgames/dungeongrams
3Link removed for anonymity.
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JaccardSimilarity(A,B) =
|𝐴 ∩ 𝐵 |
|𝐴 ∪ 𝐵 | (1)

Jaccard similarity [17], see equation 1, is the size of the intersec-
tion of two sets divided by the size of the union. In terms of paths,
it is the number of common points between two paths divided by
the number of unique points for both paths. Our motivation for
introducing and testing Jaccard similarity as a heuristic for diffi-
culty and enjoyment comes from the observation that path length
difference does not capture enough of the differences between two
paths. For example, if there are two paths 𝑃𝑎—path to beat a level—
and 𝑃𝑏—path to beat the level, but the level was modified so that
all enemies were removed—and |𝑃𝑎 | = |𝑃𝑏 |. The path length differ-
ence (|𝑃𝑎 | − |𝑃𝑏 | = 0) implies that the two paths are the same. As
a heuristic for this example, path length difference says that the
two paths are equivalent. But, what if 𝑃𝑎 ∩ 𝑃𝑏 = ∅? Since there
are no common points between the two paths it is wrong to say
that the paths are 100% similar. From this line of reasoning, we
hypothesized that Jaccard Similarity would be better suited as a
heuristic for estimating difficulty and enjoyment because it better
captures changes in solution paths.

Below are the heuristics we used to evaluate levels:

path-no-enemies - Difference between the path length of the
original level and the path length of the level with no enemies.
path-nothing - Difference between the path length of the original
level and the path length of the level with no enemies and no
switches.
jaccard-no-enemies - Jaccard similarity of the path of the original
level and the path of the level with no enemies.
jacard-nothing - Jaccard similarity of the path of the original level
and the path of the level with no enemies and no switches.
proximity-to-enemies - Using the completion path found for
the original level, each position in the path was used to search for
enemies up to three tiles away in every direction. For each enemy,
one over the Manhattan distance to that enemy from the tile on
the path was summed. This means that the more enemies near the
optimal completion path, the larger the value of this heuristic. The
sum was then divided by the length of the path. This is similar to
a heuristic from Tremblay et al. which uses the exact distance for
every agent via an A* search to calculate a distance to enemy metric
[35].
proximity-to-food - The same as proximity-to-enemies, except it
searches for food rather than enemies.
stamina-percent-enemies - Percent difference between the end-
ing stamina for the tree search on the original level and the stamina
left for the level with no enemies.
stamina-percent-nothing - Percent difference between the end-
ing stamina for the tree search on the original level and the stamina
left for the level with no enemies and no switches.
density [31] - Number of solid tiles, including spikes, divided by
the total number of tiles in the level.
leniency [31] - Number of enemies, spikes, and switches divided
by the total number of tiles in the level.
food-density - Number of food tiles divided by the total number
of tiles in the level.

3.3 Player Study
We ran an online study that recruited 150 workers on Mechanical
Turk. Methods had approval from the authors’s Institutional Review
Board.

Each participant was paid 1 dollar. We estimated hourly wage
by tracking a user’s time to beat a level, allowing for a maximum
of 60 seconds per attempt. Based on actual playtimes after running
the study, we added a bonus of 50 cents for an estimated median
hourly wage of twelve dollars an hour.

Each participant was asked to agree to a consent form and then
taken to the game. At the game, they were immediately presented
with a payment code so they could receive payment without playing
a single level. For thosewho opted to play, they first played a tutorial
level that helped show the basics of how to play the game. If the
player lost a level twice, they were given the option to give up and
skip the level to avoid players becoming frustrated and quitting.

After they beat the tutorial level or gave up, a questionnaire
appeared with two statements: “This level was difficult” and “This
level was enjoyable to play.” The player could respond by selecting
between “strongly disagree” and “strongly agree” on a 7-point Likert
scale, with the middle being “neutral”.

After the survey, a random level was selected from the level
dataset for the player to play and the survey followed after they
completed the level. This continued until the player hit 11 levels
played,4 including the tutorial level, or they quit. No identifying
information was requested or stored.

3.4 Predicting Difficulty and Enjoyment
The heuristics from Section 3.2 were calculated for every level
and made into a dataset with median player-rated difficulty and
median player-rated enjoyment. Note that the expected output is
a continuous value instead of categorical. Our reasoning for this
decision is as follows. We have multiple player responses for each
level. One solution to take advantage of these would be to make
the correct output for each level be the mode. However, there is
an ordering factor implicit in our scale and we wanted to capture
that not only for this work but for future work as well. As a result,
we decided that converting the survey results to continuous values
was best for this work. In that regard, we used the median instead
of the mean because it better represents the ordinal data from a
Likert survey [40], especially when the dataset size is small [32].

To evaluate which heuristics were important, we ran an ablation
study using the training portion of the data. We used a linear regres-
sionmodel [24]. Due to the limited size of the dataset, we used k-fold
cross-validation, where 𝑘 = 5, and minimized the mean square error
(MSE) with a train-test split of 0.8. We removed the tutorial level
from the dataset due to being an outlier in the dataset, likely a
result of being the first level played. The top ten combinations out
of 2, 047 potentials were used to evaluate feature importance.5 The
best combination of heuristic features—as defined by the combina-
tion of heuristics which resulted in the lowest MSE—was used to
train a model on the full training set and tested on the test set.
4Based on a pilot study, we calculated the average time spent per level. We used the
average time to estimate costs and came up with eleven as the maximum number of
levels a player can play and still be compensated fairly.
5There are 11 heuristics, meaning 211 = 2048 possible models. We did not test a model
with no inputs, resulting in 2047 total models.
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Figure 2: Survey results from players ranking difficulty and
enjoyment for every level they played.

We also compared the best linear regression model to a simple
baseline. For difficulty, it returned the mean difficulty across all
surveys. For enjoyment, it returned the mean enjoyment score
across all surveys.

4 EVALUATION
4.1 Player Study
Out of the 150 recruited, 143 participated and completed at least one
level. Seventy participants completed all eleven levels. On average,
each player completed 7.9 levels; this average does not take into
account whether the player beat the level or gave up. In the case
of giving up, players gave up on 41% of the levels they played. Not
considering the tutorial level, levels were played by a minimum of
1 player, a mean of 5.2 players, a median of 5 players, and a max
of 10 players with a standard deviation of 2.0; a non-random level
selection method would have improved this distribution.

In total, players made 3, 086 attempts to complete the levels.
There were three reasons players lost: coming into contact with
an enemy (71%), running out of stamina (20%), and running into a
spike (9%). There was an overall win rate of 18%. On average, one

Heuristic Difficulty Enjoyment
density 1.0 0.0

food-density 0.0 0.0
jaccard-no-enemies 0.0 0.5
jaccard-nothing 1.0 0.0

leniency 0.2 0.0
path-no-enemies 0.0 0.0
path-nothing 0.4 0.8

proximity-to-enemies 1.0 1.0
proximity-to-food 0.2 0.4

stamina-percent-nothing 0.2 0.4
stamina-percent-enemies 0.5 0.0

Table 1: Percent heuristic usage for the top-ten best perform-
ing heuristic combinations for predicting difficulty and en-
joyment. The top four heuristics for both are bolded. Note
the tie for proximity-to-food and stamina-percent-nothing
for predicting enjoyment.

playthrough of a level (not necessarily beating it) took 11.3 seconds.
Ratings of difficulty and enjoyment can be seen in Figure 2. The
median difficulty rating was 4, which links to “neutral”. On the
other hand, players gave enjoyment a median rating of 6, which
links to “agree”.

We also tested for agreement in level ratings. To do this we
created two columns, agree and disagree, in which each row was
the sum of ratings per a level with a threshold of 4 or “neutral”,
where user ratings less than 4 went to disagree and user ratings
greater than 4 went to agree; neutral ratings were not included in
either category. For each level, we calculated the max of the two
variables divided by the sum as level agreement. The mean of level
agreement across all levels was calculated as the agreement of user
ratings. Agreement on the difficulty of a level was 73.4%; players
generally agreed on whether a level was difficult or not. Agreement
for enjoyment was much higher at 87.2%.

4.2 Difficulty
The number of times a heuristic was used in the top ten heuris-
tic combinations can be seen in Table 1. density, jaccard-nothing,
and proximity-to-enemies were used by all ten. We assumed that
path length was a good representative of difficulty [8], however,
path-no-enemies wasn’t used once and path-nothing only 4 out of
10 times. Instead, using Jaccard similarity is a stronger approach
because it is primarily concerned with how similar the paths are.
Path length doesn’t capture differences if both paths are the same
length. However, Jaccard similarity was only successful in the case
of jaccard-nothing, whereas jaccard-no-enemies was not used.

Figure 3 shows scatter plots of the top four features—jaccard-
nothing, proximity-to-enemies, density, and stamina-percent-enemies—
against difficulty. stamina-percent-enemies is the bottom performing
of these top four, and it is easy to see why: When the value is equal
to zero, there is a vertical line of points from 1 to 7 for difficulty.
The other three do not suffer from this as much, but it is somewhat
prominent for jaccard-nothing and proximity-to-enemies. There was
also some surprise that density played such a prominent role in
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Figure 3: Top four features used to predict difficulty.

Figure 4: Difficulty prediction histogram for 𝑌𝑡𝑟𝑢𝑒 − 𝑌𝑝𝑟𝑒𝑑 .

predicting difficulty, but it does reduce the number of available
actions to the user and force them near enemies. Further, the graph
shows that while there is noise, there are no vertical lines of points
which likely improves predicting difficulty. However, each plot does
not show a clear pattern and is clearly subject to noise. As a result,
it is unsurprising to find that the top ten models—for difficulty
prediction and enjoyment prediction—all used a combination of
input heuristics rather than a single heuristic as input.

The best combination of heuristics was jaccard-nothing, proximity-
to-enemies, stamina-percent-enemies, and density. Using these as
input for a linear regression model, we tested the model on the test
set and found that the median square error was 0.96, and the max
square error was 8.68. A value of less than one for the median is
a good sign because it means that the prediction was within one
category of the 7-Likert scale; the model was generally close to the
user’s rating of difficulty.

The baseline returns the mean difficulty from the player study.
When run on the test set, it had a median square error of 1.27 and a

max square error of 5.80. The linear regression model had a lower
median square error but a higher max square error.

The square error doesn’t give a perfect picture of whether the
model is generally over or underestimating difficulty. For that, we
use the difference (𝑌𝑡𝑟𝑢𝑒 − 𝑌𝑝𝑟𝑒𝑑 ), as seen in Figure 4, where 𝑌𝑝𝑟𝑒𝑑
is calculated with a linear regression model trained with the best
combination of heuristics and 𝑌𝑡𝑟𝑢𝑒 is the test dataset. Predictions
were to the left of the column associated with zero 17 times and
predictions were on the right 17 times. The error size was larger
in the positive direction, meaning that difficulty was generally
underestimated.

4.3 Enjoyment
Table 1 also shows the number of times a heuristic was used in
the top ten heuristic combinations for predicting enjoyment. The
best-performing heuristic was proximity-to-enemies. We expected
proximity-to-enemies to play less of a role in predicting enjoyment
and more difficulty, but it played a significant role for both. The
second most used heuristic was path-nothing. This yields the inter-
esting conclusion that path length was more useful in predicting
enjoyment than difficulty. Also, note that path-no-enemies wasn’t
used once. There is a similar pattern where jaccard-nothing was a
top-performing heuristic for difficulty and it is not used once for
enjoyment, but jaccard-no-enemies is used for five out of the ten best-
performing heuristic combinations for predicting enjoyment. Only
two other heuristics were used to predict enjoyment: proximity-to-
food and stamina-percent-nothing. We expected proximity-to-food to
play less of a role in the prediction of enjoyment, but it’s reasonable
to assume that acquiring extra stamina may have given players a
small sense of accomplishment and/or relief while playing.

Figure 5 shows scatter plots for the top four features against
enjoyment. In the case of all four, the vertical lines noted in Section
4.2 are occurring. The least pronounced of these is with proximity-
to-enemies. path-nothing is more pronounced in the vertical lines
than the other three, but it is the second-best performer. jaccard-no-
enemies displays minimal vertical lines except for when the path
is unchanged—i.e. equal to 0. In this regard, proximity-to-food also
behaves poorly when the path found to complete the level does not
have nearby food.



FDG 2024, May 21–24, 2024, Worcester, MA, USA Colan Biemer and Seth Cooper

Figure 5: Top four features used to predict enjoyment.

Figure 6: Enjoyment prediction histogram for 𝑌𝑡𝑟𝑢𝑒 − 𝑌𝑝𝑟𝑒𝑑 .

The top-performing model used two heuristics: path-nothing
and proximity-to-enemies. The second best-performing combina-
tion added stamina-percent-nothing. We trained a linear regression
model with path-nothing and proximity-to-enemies as input. For the
test set, the median square error was 0.79 and the max square error
was 5.27. We were better able to predict enjoyment than difficulty,
but also note that enjoyment followed a clearer distribution than
difficulty, see Figure 2.

The baseline, which returns the mean enjoyment score from the
player study, had a median square error of 0.70 and a max square
error of 2.84. The baseline outperformed our best-performing model
in both cases. Future work should identify better heuristics for
predicting enjoyment.

Figure 6 shows the distribution of errors for 𝑌𝑡𝑟𝑢𝑒 −𝑌𝑝𝑟𝑒𝑑 , where
𝑌𝑝𝑟𝑒𝑑 is calculated with a linear regression model trained with only
proximity-to-enemies and 𝑌𝑡𝑟𝑢𝑒 is the test dataset. Again, this is
useful because it gives us information on whether we are overesti-
mating or underestimating the expected enjoyment of a level. There
are 12 levels predicted to be more enjoyable than what users said
and 24 levels predicted to be less enjoyable than what users said.

Thus, the model generally predicts that levels are less enjoyable
than they are. It is also interesting to note that there are only two
levels within the bin for zero error.

4.4 Correlation between Difficulty and
Enjoyment

As noted in the related work section, past work has observed a
positive correlation between difficulty and enjoyment [22], but we
were unable to replicate this. We ran our tests by finding the median
difficulty and enjoyment for each level. We tested the correlation
between difficulty and enjoyment and found that the Pearson corre-
lation coefficient [5] was -0.083 with a p-value of 0.005, the Kendall
rank correlation coefficient [1] was -0.122 with a p-value of 0.033,
and the Spearman rank correlation coefficient [41] -0.194 with a p-
value of 0.007. The coefficients are very close to zero, meaning there
is little if any relationship between difficulty and enjoyment, and
any relationship appears to be negative. Further, each coefficient
showed a low p-value which indicates statistical significance in our
finding with 190 total samples. This suggests that it is incorrect to
assume a positive correlation between difficulty and enjoyment of
roguelikes where players have to avoid enemies.

We can also examine this subjectively. Figure 7 shows four levels
evaluated by participants that have been selected based on being
the most or least difficult and the most or least enjoyable. Starting
at the bottom left, it can be seen that the path to beat the level
doesn’t require any interactions with the enemies—enemies are
represented by a red hashtag—to beat the level. The result is a level
that requires very little thought to complete.

Going to the right to min difficulty and max enjoyment, we can
see that the player is required to get food—the green ‘&’— to have
enough stamina to beat the level, and there is also a switch—the
blue ‘*’—which the player must come in contact with to complete
the level. These additional factors contribute to the experience,
but we think the most interesting part of the level can be seen by
looking at the path. In the middle, the path passes two enemies,
but notice that the agent does not move to avoid the enemies. The
agent moves as if the enemies aren’t there. We believe that this
realization led to a more satisfying solution.
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Figure 7: Example levels for min and max of difficulty and
enjoyment based on mean ratings from study participants.
Red arrows show path found by the A* agent to complete the
level.

Changing to max difficulty and minimum enjoyment, it is clear
that the section with two enemies and one pathway to get to the
switch is a difficult challenge. It may be that the lack of options on
how to solve the movement puzzle resulted in low enjoyment and
high difficulty.

Finally, the maximum of both difficulty and enjoyment features
a very similar level to the one we just examined, but it has more
open space, which lends some credence to the idea that difficulty
comes at the cost of fun when player options are reduced.

5 CONCLUSION
In this work, we ran a player study with 143 participants to evaluate
DungeonGrams levels in terms of difficulty and enjoyment on a 7-
Likert scale. We found that most players found it enjoyable to play
levels in DungeonGrams, but the results were more diverse in terms
of difficulty. We found that there was not a correlation between
difficulty and enjoyment for DungeonGrams. We used 9 heuristics
from past work and 2 new ones with Jaccard similarity. These were
used as input into a model to predict how difficult and enjoyable
a level would be for the average player. We found that heuristics
that incorporate solution path information — beyond just lengths —
were useful in predictions.

Besides using manually built heuristics, there is another ap-
proach that appears promising for future work. Rather than define
heuristics ourselves, heuristics can be found automatically [4, 19].
Our biases for what we think is difficult and for what we think is en-
joyable for a level won’t affect the generated heuristics. This in turn
may yield surprising results, which could cause us to reconsider
what makes a roguelike level difficult and enjoyable.

To test which manually built heuristics were most useful, we
ran a complete ablation study where all possible combinations of
feature inputs were tested with a linear regression model. The
best combination of heuristics to predict difficulty was jaccard-
nothing, proximity-to-enemies, stamina-percent-enemies, and density.
The best combination to predict enjoyment was path-nothing and
proximity-to-enemies. Of note, we found that proximity-to-enemies
was used by both sets of top ten models to predict difficulty and
enjoyment. Further, each top-performing model predicted difficulty

and enjoyment within one point on the Likert scale based on the
median square error. However, our model for predicting enjoyment
did not beat our baseline approach. Future work should find new
heuristics to better estimate enjoyment.

A limitation is our use of linear regression, which has an un-
bounded output on a problem bounded between 1 and 7. One way
to address this is to convert player scores to a percentage. With
the expected output bounded between 0 and 1, Beta regression
[6], which can model rates and proportions, could improve pre-
diction. Another approach is to move away from regression and
instead view the problem as a classification problem with 7 classes
of difficulty.

The player study did not take into account the player’s learning
curve [2] outside of a single tutorial level. It is easily understood that
the longer a player plays a game, the more they improve [23, 34], at
least up to a certain point. This could be addressed in future work
by adding tutorial levels or weighting the player’s ranking based
on the number of levels they’ve played.
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